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Abstract
In this work, the computational simulation is employed to study the effects of production sequencing rules in the performance of Job Shop and Flow Shop manufacturing environments. Eight sequencing rules have been considered: SIPT (Shortest Imminent Processing Time), EDD (Earliest Due Date), DLS (Dynamic Least Slack), LWQ (Least Work in next Queue), FIFO (First In First Out), LIFO (Last In Last Out), CR (Critical Ratio) and LS (Least Slack). These different sequencing rules was evaluated in relation to the makespan, the total tardiness and number of tardy jobs, considering an experimental scenario which includes two configurations, with 8 machines (processes) and 10 different types of orders. A model of the system was developed in the ARENA® simulation software, taking into account the randomness of the orders arrival profile and of the production times in such environments. The results show that the rules EDD and SIPT have been presented the better performance in the Job Shop and in the Flow Shop environments, respectively.
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1 Introduction
Due to the difficulties faced by the manufacturing companies to improve their productive systems, before priorities quite often conflicting, the simulation has become a widely utilized tool to manage production. One of the main advantages of such technique is to be able of handling bigger problems and in a reasonable computer time, by integrating the diverse system restriction, which can be coupled to the simulation model.

According to Watanabe, Ida and Gen (2005) among the main and hardest problems faced by the flexible manufacturing companies is the production sequencing, also called scheduling, which means to identify the one or the one ways to better ordering the production program in the machines in such a way that they may meet various objectives simultaneously. In this scenario, the environment Job Shop scheduling problem has been extensively studied (Akasawa, 2007; Moreira, 2007; Xu and Zhou, 2009).

The classical Job Shop model addressed in literature shows the following characteristics: a set of n orders (O1, O2, O3,…, On) that has to be processed by m machines (M1, M2, M3,…, Mm) according to p processes (P1, P2, P3…Pp) and some such restrictions thereby: there is a process sequencing, in which each machine processes in its turn, from the start to the end; the processing times can be fixed or variable and the due date may be different (Baptiste, Flamini and Sourd, 2008).

In an attempt to solve this problem, several works have exploited the issue of production sequencing assessing from simple sequencing rules (Montevechi, Turrioni, Almeida, Mergulhão and Leal, 2002; Sims, 1997) up to dynamic systems of rules selection in real time (Mouelhi-Chibani and Pierreval, 2010; Vinod and Sridharan, 2007), in different production environments.
In fact, a large number of approaches have been reported in the literature to the modeling and solution of these scheduling problems, which include mathematical programming, dispatching rules, neural networks, neighborhood search methods, Petri nets, just to name a few.

In the mathematical programming point of view, formulations using integer programming (Sand and Engell, 2004), mixed-integer programming (Ronconi and Birgin, 2011), and dynamic programming (Ronconi and Powell, 2010) has been extensively applied. However, the use of these approaches to job shop scheduling problems is limited because its computational complexity.

More recently, a large number of new technologies based upon artificial intelligence techniques has been applied to job shop scheduling problems. These include neural network models and neighborhood search methods, such as the tabu search (Hurink, Jurisch and Thole, 1994), simulated annealing (Jeffcoat and Bulfin, 1993) and genetic algorithms (Buzzo and Moccellin, 2000). Although these methods are very popular and provide good feasible solutions, they have some serious disadvantages as the lack of optimality criteria and the computational cost.

Other important kind of methods that stands for many contributions in the modeling and simulation of production scheduling and routing is the formalism of Petri nets. Petri nets addresses the issue of flexibility which is frequently discards in effective algorithms for scheduling problems (Aalst, 1992). Extensions of this approach, which typically are the addition of ‘colour’, ‘time’ and ‘hierarchy’ (Bai, Zhang and Zhang, 2005; Zhang and Gu, 2009), have been proposed to modelling of complex systems with very good results. In fact, according to Zhang and Gu (2009), comparison with some previous approaches shows that the timed Petri nets model is more compact and effective in finding the best solution in practical job shop scheduling problems.

Finally, simple sequencing rules based on information related to the jobs as, for example, processing times and due dates, also have been applied consistently to scheduling problems, mainly designed to provide good and fast solutions to complex problems (Jones and Rabelo, 1998).

It is highlighted here the work designed by Santoro and Mesquita (2008), which addresses the problem of Job Shop environment production sequencing, in which the orders stick to a route specific and predetermined. A simulation model created on Visual Basic for Applications (VBA) in Excel spreadsheets, was used to evaluate the effect of the work in process in relation to the total tardiness and the total number of tardy orders, making it possible to conclude that it is possible to decrease the total tardiness and the total number of tardy orders and, even so, to keep the intermediate stocks at a constant volume.

The production scenario used by those authors made up of two distinctive production environments, was the grounding for this work. However, instead of considering that all orders are available for production input in the system at the instant Zero (0), this work takes into account the randomness of the time between arrivals of the orders, which reflects the intent of simulating a flexible manufacturing environment with a high products mix alongside lots tending to the unity.

Indeed, simulation has been one of the most utilized tool in the manufacturing area once it provides means to identify, analyze and improve the parameters of production and process such as: analysis of machinery and operators; processing time; evaluation of operational performance and procedures as well as to assess the production sequencing and production flow, allowing for the knowledge of the points where the system permits a broader production flexibility (Costa and Jungles, 2006; Pontes, Yamada and Porto, 2007).

In accordance with which has been pointed out by Chwif and Medina (2006), the use of computer simulation makes it possible to predict with a certain degree of assurance and meeting a set of assumptions, the behavior of a system holding a database of specific input elements. In this work computer simulation is used to study the effect of the production sequencing rules over the performance of a Job Shop manufacturing environment, whose process allows the production orders to move from a workstation to another, according to the pre-determined production sequencing, and in a Flow Shop environment, in which the process permits that the production orders go to just one workstation ahead.
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Herein, eight sequencing rules are addressed and evaluated with regards to the completion time of a schedule (makespan), total tardiness time and the average number of tardy orders, taking into consideration an experimental scenario, which comprises two settings of work environment with 8 machines (processes) and 10 different type of orders. A model of the system was developed on the simulation software ARENA®, featuring the random behavior of the orders arrival and the production times in this kind of environment. The obtained results show that the EDD and SIPT rules yield the best performance at Job Shop and Flow Shop environments, respectively.

2 Production Sequencing Rules

Production sequencing rules, which are also called production scheduling and dispatching rules, are understood as being the event of orders arrival, pieces and tasks of the system. The sequencing rules are normally classified in different classes according to the performance criteria for which they have been developed (Wu, 1987). The first of these classes contains simple rules designed mainly to provide good and fast solutions to complex problems (Jones and Rabelo, 1998). These rules are based on information related to the jobs, such as processing times and due dates, and have been applied consistently to scheduling problems.

The sequencing rules can be also classified as local or global rules (Reid and Sander, 2005). The local rules establishes priorities based only on orders that are waiting at a specific workstation. Global rules, on the other hand, consider factors related to all workstations on the orders route. The rule Least Work Next Queue (LWQ) is an example of a global sequencing rule in which the priority is given to the task heading to the machine or workstation with the smallest queue.

Overall, the simulation approach has been extensively used to study the performance of these rules. Start from Conway and Maxwell (1967), who were the first to study the Shortest Processing Time rule (SPT) and its variations, a lot of works have been carried out to find the best choice for optimizing different performance measures.

The main dispatching rules adapted from Mesquita et al. in Lustosa et al. (2008), Tubino (2007), Suresh and Sridharan (2007), Chan and Chan, (2004) and Gaither and Frazier (2002), can be defined as it follows:

- **FIFO** – (First In, First Out) Priority is given to the first piece that is input, which must be the first to be output. It can be taken as an arrival order into the machine in the factory. This rule seeks to minimize the time of staying on the machine or in the factory.
- **LIFO** – (Last In, First Out) Priority is given to the last piece that is input, which is the first to be output. Due to the fact of it being adverse and negative with regards to reliability and quickness to deliver and for not having a sequencing based on quality, flexibility or cost, this rule is used hardly ever.
- **SPT** – (Shortest Processing Time) Priority is given to the shortest total processing time. It is classified in an ascending time order. Its use is aimed at reducing the size of the queues and the increasing of the flow.
- **LPT** – (Longest Processing Time) Priority is given to the longest total processing time. It is conversely to the SPT rule. Its utilization focus on reducing the changes of machines.
- **EDD** – (Earliest Due Date) Priority is given to the fulfillment of the most urgent orders in terms of delivery deadline. The main purpose is to reduce tardiness.
- **LS** – (Least Slack) Priority is given to the shortest slack between the due date and the total processing time among the tasks that are in queue. It is classified by delivery deadline and focus on reducing tardiness.
- **SIPT** – (Shortest Imminent Processing Time) Priority is given to shortest individual processing time. SIPT and SPT are alike.
- LIPT – (Longest Imminent Processing Time) Priority is given to the longest individual processing time. LIPT and LPT are alike.
- LWQ – (Least Work Next Queue) Priority is given to the task heading to the machine or workstation with the smallest queue. This rule is targeted at avoiding the stall of a subsequent process.
- CR – (Critical Ratio) Priority is given to the smallest critical ratio (time span until the expiring date divided by the total production remaining time) between the tasks in queue. This is a dynamic rule, which seeks to combine EDD with SPT, that relies solely on the processing time.
- DLS – (Dynamic Least Slack) Priority is given to the least slack (difference between the estimated date of delivery and the total processing remaining time). This rule gives priority to the most urgent tasks with the purpose of reducing tardiness. However, it is a little bit more complex to implement than LS because it is a dynamic rule.

In fact, there are numerous objectives in scheduling and, therefore, there are dozens of sensible performance measures which are complex and often conflicting. So, in order to evaluate the impact of the sequencing rules on the manufacturing performance specific performance measure must be considered. This issue is addressed in next section.

3 Performance Indexes

In order to measure the efficacy of a decision, we lay hands on performance indexes. Each objective outlined by the company is attached to a measure of performance, which in its turn, is connected to one or more performance indexes.

In general, these measures can be grouped in two categories: (i) the job-related performance measures, such as due date and tardiness, which are indicative of customer satisfaction and deliverability; and (ii) the shop-related measures, such as earliness, mean total time in the system, mean queue time in the shop-floor and machine utilization.

The most common indexes according (Gaither and Frazier, 2002; Reid and Sanders, 2005; Arenales et al., 2007), are:
- Flow average time or follow through (Makespan): the average between the orders flow time. This index is related to the operating efficiency indicating the time required to execute a set of N orders.
- Average tardiness or maximum tardiness: the average of the tardiness or longest tardiness between the orders appraised.
- Work total time: the time interval between the release of the first operation of the first order and the ending of the last process of the last order.
- Average of the work in process: the average of the number of open orders and not finished yet.
- Number of tardy orders: the number of orders that were not delivered to the customer on due time.
- Tardiness total time: it is the sum of all the times of all orders that have been tardy.

In general, the performance measures are often conflicting and the optimization of more than one criterion must take into account the trade-off characterized by a multiple objectives optimization (Arenales et al., 2007).

4 Modeling and Simulation

Computer simulation refers to the methods to study various real or artificial models on numerical evaluation systems using softwares designed to mock an operation system and/or characteristics usually
over a period of time. In practice, it means that it is a creation process of computerized model intended to carry out numerical trials, in such a way, to foster the understanding of this system, subjected to a certain set of conditions (Kelton, Sadowski and Sadowski, 2000).

In order to develop a simulation model it is necessary take into account a few procedures to ensure that it can predict the behavior of a system with some confidence, and respect a set of assumptions, based on specific input data (Chwif and Medina, 2006). These procedures can be divided into four major steps: (i) Planning Stage, which includes the formulation and analysis of the problem, project planning, conceptual model formulation and macro collection of information; (ii) Modeling stage, formed by the data collection, the computational implementation, verification and validation of the model. (iii) stage of experimentation and statistical analysis of data, and (iv) the last step in which the best solutions are compared and identified, and the results are presented (Freitas Filho, 2008).

Working with a larger variety of scientific models than the mathematical analysis, computer simulation is used in cases where the models or problems are highly complex for formal mathematical analysis (Bertrand and Fransoo, 2002). It cannot be taken as a mathematical model, though it employs mathematical formulas in the quest for solutions to the various systems. It cannot be mistaken for an optimization technique because it is a tool for the scenarios analysis, however, it can be coupled with optimization algorithms to figure out better solutions.

The simulation softwares work basically set on graphical interfaces, where the user can use it in an intuitive manner through graphical menus and chat boxes. The possibility of building models run with animations may make it easy to understand the system once they allow to add movements which change their dynamics.

Alongside simulation softwares, there are simulation languages that make up a set of one or more programs designed for the most specific applications. Its main advantage is to pave the way for the generation of the most varied type of systems. Notwithstanding, they require that the users have a deep knowledge of this type of language, so they may be able to bring forth more complex systems.

5 Model Description

The simulation model was built based on the production scenarios configured by Santoro and Mesquita (2008), made up of 8 machines and 10 types of orders with pre-established routes and production total times determine according to Table 1. It was chosen to mock a production type of Job Shop and Flow Shop environments. The starting conditions for the simulation model proposed were:

- Each machine is always available, that is, temporary unavailability caused by breaking down, maintenance or set ups, or for whatsoever reason, were not considered;
- Once a production process of an order gets started on a machine it cannot be stopped;
- When the execution of a task on a machine is finished, it is sent automatically to the next without considering eventual transport time;
- There is no operations overlapping;
- The orders are fulfilled independently of one another;
- For the purpose of keeping a ratio, it was determined that the deployment likelihood of each one of the 10 order types is 10%.

The same parameters were also utilized to generate the delivery date, yielded by Normal distribution of \((1+k) *t_0\) average and \(0.1* (1+k)*t_0\) standard deviation, where \(t_0\) is the production total time and \(k\) is a confidence factor with regards to this time. To this situation, it was used a 30% fixed value for the confidence factor. As an example of a formula loaded into Arena®, we have: Normal \((1.30*16.9;0.1*1.30*16.9)\), where 16.9 is the total time of the first order in accordance with Table 1. The base-scenario employed assumed that all the orders were available to be input into production in the system at the instant Zero (0); however, in this work modeling, the time intervals between the arrival of
the orders were randomized and described for an exponential distribution of 11 minutes average. The choice makes evident the intention of simulating an environment of flexible manufacturing holding a high mix of products alongside lots tending to the unity.

Table 1: Estimated time and route data

<table>
<thead>
<tr>
<th>Job Shop Routes</th>
<th>Flow Shop Routes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Route</td>
<td>Time</td>
</tr>
<tr>
<td>#</td>
<td>Route</td>
</tr>
<tr>
<td>1</td>
<td>1,2,3,6</td>
</tr>
<tr>
<td>2</td>
<td>1,3,7,8</td>
</tr>
<tr>
<td>3</td>
<td>1,5,8</td>
</tr>
<tr>
<td>4</td>
<td>1,2,3,5,6,7,8</td>
</tr>
<tr>
<td>5</td>
<td>3,4,6,7</td>
</tr>
<tr>
<td>6</td>
<td>1,2,4,3,1,2,4,5,7</td>
</tr>
<tr>
<td>7</td>
<td>2,6,5,6,8</td>
</tr>
<tr>
<td>8</td>
<td>1,2,4,5,7</td>
</tr>
<tr>
<td>9</td>
<td>2,3,4,6,7</td>
</tr>
<tr>
<td>10</td>
<td>1,2,4,5,8</td>
</tr>
</tbody>
</table>

Source: Santoro e Mesquita, 2008, p.81

Figure 1 shows a simulation model developed, where the Process Mq i modules can be identified, which represent each one of the 8 machines of the environment studied, followed by the module that informs the route of each order upon going through the machine. The first route is identified in the Tasks Launching Station (Lanc de Tarefas).

After the Exit the System Station, are the modules related to the performance of each one of the sequencing rules of the production orders as well as the modules which register the storing of the results.

Figure 1: Developed Simulation Model

The information of the arrival of the production orders in the system are inserted in the Create module, identified in Fig. 1 as Tasks Arrival. It is determined in this model: what is the orders arrival behavior; how many orders get in at a time; what is the maximum number of orders scheduled; and what is the time basic unity utilized. The routes of each order have been inserted in the module Route and fulfilled with their respective sequence in the module Sequence as shown in Fig. 2:
The equations used to calculate the processing time and due date of each order can be seen in Fig. 3:

The definitions of the attributes of the production orders like the kind of order and its processing time are inserted in the module by the module Assign (Tasks Types module in the model), as it has been shown in Fig. 4. If it is needed to change or add a new definition, a new module can be added as it was done in this simulation to attribute a new valid condition for the tardy orders.
The information needed for the simulator to identify which sequencing rules must be followed by the orders in conformity with the route assigned to in each machine are defined according to Fig. 5:

6 Results

20 replications with 1,000 minutes each were considered. The number of replications was validated by data analysis with 95% confidence for each run. The quantity of minutes used is sufficient to meet the time the simulation needs to enter the period of stability. A system is said to be stable when the production process gets into permanent regime and eventual variations caused by start-up have already been ruled out.

The results obtained from the simulation model are graphically shown below. Taken into account the measures related to performance (Makespan, Tardiness Total Time, and the Number of Tardy Orders) and setting up of the two environments (Job Shop and Flow Shop), these results are presented into two subsections. Each subsection displays a brief analysis of the results achieved.

6.1 Job Shop Environment

For this environment, the performance measures are presented in Fig. 6, 7 and 8 to Tardiness Total Time, Number of Tardy Orders and Makespan, respectively.
In accordance with Fig. 6, 7 and 8, in the Job Shop environment, the sequencing rules which presented the best performance, were EDD and LIFO. The performance indicators Makespan and Tardiness Total Time, shown better results with the EDD rule; nevertheless, the Number of Tardy Orders presented a better performance under the LIFO rule. When making use of the 95% confidence interval, the following margin errors were shown: 0.18 to Makespan (EDD), 99.8 to Tardiness Total Time (EDD) and 10.66 to the Number of Tardy Orders (LIFO).
6.2 Flow Shop Environment

For this environment, the performance measures were displayed in Fig. 9, 10 and 11 for Tardiness Total Time, Number of Tardy Orders and Makespan, respectively.

![Figure 9: Tardiness Total Time – Flow Shop](image)

![Figure 10: Number of Tardy Orders – Flow Shop](image)

![Figure 11: Makespan – Flow Shop](image)

In accordance with Fig. 9, 10 and 11, in the Flow Shop environment, the SIPT sequencing rule presented the best performance for the three indicators.
The following margin errors were shown, using the 95% confidence interval: 0.22 to Makespan (SIPT), 121.61 to Tardiness Total Time (EDD) and 9.54 to Number of Tardy Orders.

7 Conclusion

First of all, it is necessary to consider which of the performance indicators are the most outstanding ones when choosing the work order sequencing. The results analysis, considering the Tardiness Total Time with the most important indicator, shows that, in Flow Shop environment, the SIPT rule presents better results in relation to the other rules. Nevertheless, in Job Shop environments the best result was shown by the EDD rule. Considering Makespan the most important indicator, the EDD rule, once again, presents a better result in Job Shop environments. In Flow Shop environments, SIPT and CR rules showed results alike. Taking into account the Number of Tardy Orders as the most important indicator, the LIFO rule, presented better result in Job Shop environments. In Flow Shop environments the best result was shown under SIPT rule. The results demonstrate that the sequencing rules should be applied to in accordance with the environment and the indicators significance. It is worth pointing out that, despite the developed model assumes a hypothetical production scenario, it can be easily adjusted to a real environment by changing properly the number of workstations and adjusting the distributions of the orders arrival likelihood and processing times by means of data collecting. These adjustments can be easily carried out in the modules that have been presented in Fig. 3, 4 and 5.

Finally, it is made evident that the observing of the randomness of the arrivals and the production times may reflect more appropriately the reality of manufacturing environments, in which, the demand, is characterized by a high mix of products and lots, whose sizes, tend to the unity.
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